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Abstract: The house sale prices are a particular concern for 
some people, whether sellers or buyers, for personal use or 
investment. Commonly, the buyer comes from newly-married 
couples, parents, or investors. Compared to years ago, the recent 
price is more expensive due to some conditions over the time. 
Forecasting is a method to see at which price the house may fit 
the market price with certain features. Through this study, we 
complement the previous research about house prices and 
analyze the results. Besides, here we also break down the 
algorithm and sketch the steps so that it eases the reader to 
understand the method. Exploratory data analysis is also done to 
see and analyze the characteristics of the dataset. Applying 
decision tree-based gradient boosting, we run the algorithm into 
datasets in Jakarta, Bogor, Depok, Tangerang, and Bekasi 
(Jabodetabek) consisting of house price and its features. We see 
that the RMSE value is Rp277.369.397 and the MAPE is 
17,37%. With that value of accuracy we could mention that 
gradient boosting is quite competitive compared with other 
methods and able to give its best prediction over house prices. 

  

1. INTRODUCTION  

Jakarta, Bogor, Depok, Tangerang, and Bekasi or abbreviated as Jabodetabek is well-
known as an area which has many companies. In Jakarta itself, thousands of companies are 
there, ranging from food companies to pharmaceutical companies [1]. Besides, Jabodetabek is 
an area that has a minimum wage with a nominal value that is relatively high compared to other 
areas in Indonesia. Looking at the Ministry of Manpower of Republik Indonesia website, in 
2024 Jakarta got the highest provincial minimum wage, that is Rp5.067.381 [2]. Meanwhile, 
the minimum wage in Bogor is Rp4.813.988, Depok is Rp4.878.612, Tangerang is 
Rp4.760.289, and Bekasi Rp5.343.430, [3]. These 5 areas are included in the top 8 category 
with the highest regional minimum wage in Indonesia. The things mentioned above are 
probably what drives Jabodetabek to be a densely populated area in Indonesia. The high 
population in Jabodetabek, encourages the availability of housing there as a place to live. 

Housing is categorized as a primary need in life [4]. There are many aspects that 
influenced the house price, e.g. location, building area, total bedrooms and bathrooms, carport, 
etc. Several researchers worked using varied algorithms, such as random forest [5], general 
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regression neural network [6], linear regression [7], [8], [9], and multiple linear regression [10] 
had been conducted to see how algorithms work giving a house sale price prediction. 

Recently, machine learning has become a popular topic for students. A lot of machine 
learning methods were used by researchers to see the effectiveness of the algorithms. One of 
the most commonly used methods in machine learning is gradient boosting, as it considers 
previous steps to give an estimation. Boosting itself is categorized as an ensemble learning 
method, as it also has another type called bagging [11]. 

Ensemble learning is a method which combines a set of learners, so that the predictor 
gives the smallest loss. It involves a combination of techniques that allows multiple machine 
learning models, called base learners (or, sometimes, weak learners), to consolidate their 
predictions and output a single, optimal prediction, given their respective inputs and outputs 
[12]. Also, it builds the model in a sequential manner such that the new model is built to correct 
the errors made by its predecessor [11]. 

In boosting, the base learners can be any machine learning algorithm that performs 
slightly better than random guessing, including decision trees, linear regression models, or 
support vector machines [13]. Gareth also mentioned that boosting is able to use decision trees 
as its base learner [14]. Decision trees are a non-parametric supervised learning method used 
for classification and regression. The goal is to create a model that predicts the value of a target 
variable by learning simple decision rules inferred from the data features [15]. Shwartz and 
David [16] have argued that supervised learning describes a scenario in which a training 
example contains significant information that is missing in the unseen “test examples” to which 
the learned expertise is to be applied. Ghevira [17] applied decision tree and gradient boosting 
to a regression case due to predicting life expectancy. In this study, we consider decision trees 
to be the base learners. 

Knowing the advantage of ensemble learning especially in gradient boosting, we are 
interested to complement the previous research in the field of gradient boosting works to give 
house price prediction and investigate the precision for the prediction with the real price 
especially in Jabodetabek with parameters included on the dataset. The model is first trained 
by using a training data set until it reaches the desired model, through the smallest loss between 
observed and predicted value. Also, since so far we have not seen the complete steps written 
in mathematics as the way to find the prediction, thus in this study the algorithm was broken 
down to be written as steps, so that it eases the reader to understand the method. 

 

2. LITERATURE REVIEW 
2.1. Gradient Boosting 

Gradient boosting was invented by an American statistician, Jerome Harold Friedman 
in 1999 through his paper, ”Greedy Function Approximation: A Gradient Boosting Machine” 
[18]. In this section we provide a brief and straightforward overview of theories and statements 
related to gradient boosting algorithms which are divided into 2 parts as the following 
subsection. 
 

2.1.1 Gradient Points in The Direction of Maximum Increase 

Definition 1 Let 𝑧 = 𝑓(𝑥, 𝑦) be a function of 𝑥 and 𝑦 such that 𝑓! and 𝑓" exist. The vector 
𝛻𝑓(𝑥, 𝑦) is called the gradient of 𝑓 and is defined as 
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𝛻𝑓(𝑥, 𝑦) = 𝑓𝑥(𝑥, 𝑦)𝑖	 + 𝑓𝑦(𝑥, 𝑦)𝑗	 (1) 

The vector 𝛻𝑓(𝑥, 𝑦) is also written as “grad. f” [19]. 

 
Theorem 1 Properties of the gradient, see [19]. 

i. If  𝛻𝑓(𝑥0, 𝑦0) = 0, then 𝐷%𝑓(𝑥0, 𝑦0) = 0  for any unit vector u. 

ii. If 	𝛻𝑓(𝑥0, 𝑦0) ≠ 0, then 𝐷%𝑓(𝑥0, 𝑦0) is maximized when u points in the same direction 
as 𝛻𝑓(𝑥0, 𝑦0). The maximum value of 𝐷%𝑓(𝑥0, 𝑦0) is ||𝛻𝑓(𝑥0, 𝑦0)||. 
iii. If 	𝛻𝑓(𝑥0, 𝑦0) ≠ 0, then 𝐷%𝑓(𝑥0, 𝑦0) is minimized when u points in the same direction 
as 𝛻𝑓(𝑥0, 𝑦0). The maximum value of 𝐷%𝑓(𝑥0, 𝑦0) is −||𝛻𝑓(𝑥0, 𝑦0)||. 

Since the gradient points in the direction of maximum increase, so to find the maximum 
decrease we will multiply 𝑔&  by −1 becomes −𝑔& so that it will point in the opposite direction 
of steepest ascent or we can call it steepest descent. Therefore, −𝑔&  will help us to show in 
which direction we should move to get the smallest 𝛷(𝑃). The current gradient 𝑔&defined 
below will point at which direction we should move. 

𝑔& = 2	3
𝜕𝜙(𝑃)
𝜕𝑃'

6
()(∗"#1

	7 ,								1 ≤ 𝑗 ≤ 𝑣	 

                     = :;*+(()
*(1

<
()(∗"#1

			 , . . . , ;*+(()
*($

<
()(∗"#1

	>   (2) 

where  

 

𝑃∗&/0 = ? 𝑐1

&/0

1)2

	 (3) 

Meanwhile, how far the step we take along that −𝑔&direction is determined by the 𝜌& value 

 𝜌& 	=	𝑎𝑟𝑔 𝑚𝑖𝑛3 𝛷(𝑃∗&/1 − 	𝜌𝑔&)     (4) 

 
A brief simulation to see how gradient works is shown on the figures below with setting 

𝑣 = 2 and 𝑀 = 2. 
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Fig 1. Initial Step of Gradient Boosting and Its Next Gradient Candidate 𝑔1  

 

 
Fig 2. The Negative Gradient −𝑔1 Heading To The Opposite Direction of 𝑔1 along 𝜌1 

 

 
Fig 3. The Next Gradient Candidate 𝑔2 and Its Opposite Direction along 𝜌2  

 
2.1.2 Algorithm Steps 
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 If we sort the steps of gradient boosting algorithm, it will give us the following 
sequential  steps [20]: 

1. Given data set 𝑆:	J(𝑥1 , 𝑦1);	𝑥1 ∈ ℜ4 , 𝑦1 ∈ ℜ, 1 ≤ 𝑖 ≤ 𝑁N. 
2. Set an initial prediction, 

𝐹0(𝑥), with 𝐹0(𝑥) = 𝑦 = ∑ "%&
%'1
6

      (5) 

3. Calculate 

     −𝑔1(𝑥1) = − ;*7(",9)
*9

<
")"%,9):0(!%)

           (6) 

 with 𝑙(𝑦, 𝑧) is any differentiable loss function, and 

 𝜌1 	=	𝑎𝑟𝑔 𝑚𝑖𝑛3 ∑ 𝑙R𝑦1,𝐹0(𝑥1) + 𝜌ℎ(𝑥1; 𝛼1)T6
1)1      (7) 

 and 

 𝛼1 =𝑎𝑟𝑔 𝑚𝑖𝑛;,<
∑ [−𝑔1(𝑥1) − 𝛽ℎ(𝑥1; 𝛼)]26
1)1            (8) 

4. Then, 

𝐹1(𝑥) = 𝐹0(𝑥) + 𝜌1ℎ(𝑥; 𝛼1)            (9) 
5. The following prediction will approach, 

𝐹2(𝑥) = 𝐹1(𝑥) + 𝜌2ℎ(𝑥; 𝛼2) 
𝐹3(𝑥) = 𝐹2(𝑥) + 𝜌3ℎ(𝑥; 𝛼3) 

. 

. 

𝐹&(𝑥) = 𝐹&/1(𝑥) + 𝜌&ℎ(𝑥; 𝛼&)             (10) 

6. Repeat the process for each 𝑚 = 1, . . . , 𝑀 iteration. 
 

2.2. Performance Measures 
Performance measures are applied to see the accuracy of the method used to analyze 

the data. Refer to [19], here we use the Root Mean Square Error (RMSE) calculation to compare 
the accuracy between forecasting models and Mean Absolute Percentage Error (MAPE) to 
determine whether the forecasting results are accurate or not. 

𝑅𝑀𝑆𝐸 = Z1
𝑁2?𝑦1 − 𝑦

6

1)0

7

=

	 (11) 

 

𝑀𝐴𝑃𝐸 =
1
𝑁?]

𝑦1 − 𝑦
𝑦1

]
6

1)0

	 (12) 
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Smaller RMSE score indicates that the model is better and prefers to choose that model. 
Damaliana et al. [21] mentioned in their paper that a percentage of MAPE less than 10% 
indicates the forecast results are very accurate, 10% to 20% of the prediction results are 
accurate, 21% to 50% means reasonable forecast, and above 50% means the prediction results 
are not accurate. 
 

3. METHODOLOGY 

In this article, we apply the housing price dataset collected from Kaggle, see [22], an 
online platform which has a lot of dataset from various topics. The data was taken around the 
end of year 2022 with a total of 3.553 observations. Houses are sold in ranges starting from 
Rp42.000.000 until Rp580.000.000.000 with Rp4.191.685.000 on average. After 
preprocessing the data, the house price ranges from Rp400.000.000 until Rp3.000.000.000. 
The data distribution we used to analyze is represented in Figure 4. It can be seen that the data 
distribution is labeled as skewed-right histogram. 

 
Fig 4. The Data Distribution of Jabodetabek’s House Price  

 
Completed with 25 features as mentioned in Table 1 below, these will result in the 

correlation of each feature to the house price. 
Table 1. The House Features 

Features 

District Property Type Building Size (𝑚2) Maid 
Bedrooms 

Building 
Orientation 

Address Facilities Land Size (𝑚2) Property Condition Garages 

City Bedrooms Certificate Maid 
Bathrooms Furnishing 

Latitude Bathrooms Electricity Building Age Title 
Length Carports Floors Year Built Ads ID 

The numerical simulations and data analysis were run in Python program language. The 
original data was splitted into 90% training and 10% testing data set. To analyze the 
characteristics of the dataset, we also went through the data preprocessing which contains 
‘Exploratory Data Analysis’. 
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By using training data set, we sequentially train the data in 𝑚 = 1, . . . , 𝑀	iteration to 
get a model which gives us the smallest loss. Consequently, we run that model to predict the 
output of the information given in the testing data set. The accuracy between forecasting of 
each iteration is based on the RMSE value. Therefore, the smaller RMSE then the better the 
prediction is given by. The following chart will clarify the flow of the methodology in this 
research. 

 

 
Fig 5. Research Methodology Flowchart 

 
 

4. RESULTS AND DISCUSSION 
Since the gradient boosting method does an iteration step and gives an updated pre- 

diction value every time we iterate, thus we will run in some 𝑚 iteration to approach the 
outcome. As can be seen in the iteration plot below, Figure 6, early simulations give higher 
values of RMSE meaning that the distance between prediction and real value is still too far. It 
keeps producing lower values as the iteration is more frequent which means that the distance 
of prediction is getting closer to the real value. The first iteration gives the largest RMSE, 
Rp643.924.702, meanwhile at 100>ℎ iteration gives the lowest RMSE, Rp277.369.397. 
Calculating the MAPE at 100>ℎ iteration, it results 17,37%. As a result, we took the model for 
prediction is at 𝑀 = 100. 
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Fig 6. RMSE Value at Each Iteration 

Figure 7 shows the plot of comparison between those values at 100>ℎ	iteration on the 
testing data. The prediction represented by the blue line is always almost in line to the red line 
which represents the real value. It means that our prediction has relatively small loss to the 
observed data. As a note, the tree we run here has a maximum depth of 3 as it is the default 
from the Scikit learn in Python. 

 

Fig 7.  Comparison Plot Between The Original House Price and The Prediction Price 

The MAPE score gives 17,37% or 82,63% accuracy. To see the gradient boosting 
performance, we compare to other methods in machine learning which also predict the same 
data set of Jabodetabek’s house price. The result can be seen in Table 2 below which displays 
the algorithm, RMSE, MAPE, and accuracy. 

 

https://jurnal.unimus.ac.id/index.php/statistik


 Lisnawati, I., ET AL 

9 | https://jurnal.unimus.ac.id/index.php/statistik 
   [DOI: 10.14710/JSUNIMUS. 12.2.2024.1-11] 
 

 
Table 2. Comparison To Other Methods 

Algorithm RMSE MAPE Accuracy 
Multi-Layer Perceptrons Rp404.707.323 26.39% 73,61% 
Linear  Regression Rp375.044.001 21.81% 78,19% 
Decision Tree Rp377.347.975 19.64% 80,36% 
K-Nearest Neighbor 
(KNN) 

Rp358.896.443 19.36% 80,64% 

Gradient Boosting Rp277.369.397 17,37% 82,63% 
XGBoost Rp275.451.547 16,80% 83,2% 

If we see the above values, located at the second top, gradient boosting is able to give 
a better prediction than multi layer perceptrons, linear regression, decisionx tree, and K-Nearest 
Neighbor. It gives a prediction very close to the XGBoost. Meaning that, gradient boosting is 
quite competitive compared to other methods.  

Since the base learner we apply in gradient boosting is the decision trees, we also 
provide the tree's appearance of the algorithm as can be seen in Figure 8. Here only shows a 
partial tree to illustrate the tree’s construction due to the available space if it showed the full 
size trees clearly. The tree in gradient boosting keeps updating its prediction to fix the previous 
mistakes. It will stop building the tree following the initial set up. 

 

Fig 8. Partial Tree’s Appearance in Gradient Boosting 

 
5. CONCLUSION 

Based on the RMSE result, the prediction of house price in Jabodetabek using gradient 
boosting is Rp277.369.397. Meanwhile, the accuracy of gradient boosting used to forecast 
subject to the MAPE is 17,37%. Even though the RMSE looks quite large, if we refer to [21], 
this score is still considered an accurate value in providing predictions. The author suspects 
that the large RMSE value is likely due to the margins in the property sector which are quite 
large and vary from one seller to another. People, especially those who live in Jabodetabek 
area, are still able to consider the method to see the house price with the certain features owned 
by each house. Therefore, it will help people to find residence based on their needs and budget. 
On the other side, sellers can set up an appropriate price following the characteristics of the 
house they sell. 
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This study limits only on the house price in Jabodetabek area due to the availability of 
the dataset. Any further study is welcomed, whether to explore using other methods, more 
parameters, or other areas so that the house price may vary and complement existing research. 
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