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Abstract: The goal of this research is to predict or identify an 
object's class using its available attributes through classification. 
The aim of this research is to use the random forest method to 
develop a classification model and the binary logistic regression 
method to discover significant determinants in cigarette 
consumption expenditure in Gorontalo Regency. The findings 
indicated that the size of the home, the number of family 
members, and the head of the household's educational 
attainment all had a considerable impact. Only the household 
head's educational attainment, however, consistently influences 
the model and satisfies the goodness of fit requirements. In 
contrast, the random forest model outperformed binary logistic 
regression in the classification analysis when classification 
characteristics including accuracy, precision, recall, and f1-
score were assessed. Consequently, random forest was found to 
be the most effective classification model in this investigation. 

  

1. INTRODUCTION  

Regression analysis is a statistical tool that is widely used to see the relationship 
between two or more variables that have cause and effect [1]. Classification cases can also 
be resolved statistically. The object classification process involves estimating or determining 
the class of objects based on existing attributes [2]. Logistic regression is one of the 
statistical techniques used to overcome classification problems [3].  

In a particular type of regression analysis called logistic regression, the independent 
variables can be continuous, categorical, or a combination of both. Dependent variables are 
always categorical [4]. With the logit function data from the logistics curve, logistic 
regression is used to predict the probability or probability of an event [5]. Binary, ordinal, 
and multinomial logistic regression are the three types of logistic regression models. The 
dependent variables in binary logistic regression have two categories: 1 for successful events 
and 0 for failed events [6]. Machine learning can be used to solve classification problems in 
addition to statistical techniques. Random Forest is one of the machine learning techniques 
used to solve categorization situations.  

The Random Forest model is an ensemble model created using bootstrap aggregating 
(bagging) techniques and random feature selection on several Decision Tree models for both 
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regression and classification [7]. The Random Forest algorithm has a variety of benefits, 
including high classification performance, low error rates, and the ability to handle large 
amounts of training data [8]. 

Based on previous research by [3], when comparing the accuracy of the classification 
of K-Nearest Neighbor with logistic regression, it was found that the logistic regression 
approach had the highest accuracy, which was 93%. Subsequent research by [8], with an 
average accuracy of 97.9%, Random Forest was established as the best classification model 
when comparing the classification approaches of Logistic Regression, Naive Bayes, 
Multilayer Perceptron, and Random Forest. This study will use Logistic Regression and 
Random Forest techniques to research household expenditure on cigarette consumption. 

According to [9], cigarettes are still the main consumption of the people of Indonesia.  
Cigarettes are a tobacco product that is difficult to abandon and remains a challenge in 
maritime countries [10]. For smokers and those around them, smoking poses a serious health 
risk. In a study conducted by [11], it was stated that smoking can hinder the progress of a 
person, household, and nation. In households, the cost of smoking has a significant impact 
on the finances of other non-smoking households. Therefore, cigarettes cause budget 
irregularities in households. After food and beverages, cigarettes are the most widely used 
group of items by households. According to publication [9] In Gorontalo Regency, the 
average per capita expenditure per month for cigarettes by food group was 63,638 Rupiah 
in 2022. Among other food groups, cigarettes are one of the highest per capita expenditures. 

The dependent variable analyzed in the case of cigarette consumption expenditure is 
a categorical variable that looks at which households have and do not have cigarette 
consumption expenditure. Logistic regression is an effective method to analyze data on a 
categorical scale. Based on this description, this study will apply the Binary Logistics 
Regression method to see the influencing factors and compare Binary Logistics Regression 
and Random Forest to the Classification of Cigarette Consumption Expenditure in Gorontalo 
Regency in 2022. 

 
2. LITERATURE REVIEW 
2.1. Binary Logistics Regression 

Probability density function for random variables that are distributed logistics is [12]. 

𝑓(𝑥) =
exp )𝑥 − 𝜇𝜏 -

𝜏 .1 + exp )𝑥 − 𝜇𝜏 -1
! , −∞ ≤ 𝑥 ≤ ∞; 𝜏 > 0	 (1) 

The multivariable model in logistic regression is a model that combining multiple 
independent variables. Maximum Likelihood Estimation (MLE) is used to estimate 
Parameter values in logistic regression. Conditional average formula y based on the value 
of x is p(x) = E(y|x). The following is a description of the model logistic regression [12].  

𝜋(𝑥) =
𝑒"!#""$"#⋯#"#$#

1 + 𝑒"!#""$"#⋯#"#$#
	 (2) 

 

 
2.2. Testing the Binary Logistic Regression Model 

https://jurnal.unimus.ac.id/index.php/statistik


 HAMANI, M.T., ET AL 

16 | https://jurnal.unimus.ac.id/index.php/statistik 
   [DOI: 10.14710/JSUNIMUS.13.1.2025.14-22] 
 

To determine whether the independent variable in the model has a meaningful impact 
on the bound variable, parameter testing is essential when using logistic regression.  
2.2.1 Simultaneous Test 

To ascertain whether independent variables in the model have a generally substantial 
impact on the bound variables, simultaneous parameter testing is used [7]. The following 
are the hypotheses that used for this test. 

𝐻&:	𝛽' 	= 	𝛽! 	= ⋯ 	= 	𝛽( 	= 	0 

𝐻' : at least one 𝛽) ≠ 	0, where 𝑗	 = 	1, 2, . . . , 𝑝 

with test statistics: 

𝐺 = −2𝑙𝑛 G
)𝑛'𝑛 -

*"
)𝑛&𝑛 -

*!

∏ 𝜋I*
+,' (𝑥+)-$J1 − 𝜋I(𝑥+)K

'.-$
L~𝜒(!	 (3) 

In this case, the number of independent variables is p, and 𝑛	 = 	𝑛& 	+ 	𝑛+. If the test yields 
a statistical value of 𝐺	 > 𝜒(0,()! , reject 𝐻&. This suggests that at least one independent 
variable significantly influences the dependent variable. 

2.2.2 Partial Test 
To ascertain whether the independent variable significantly affects the bound 

variable, partial parameter testing is used [7]. The hypothesis applied to this test is as 
follows. 

𝐻&:		𝛽) 	= 	0 

𝐻' : 𝛽) ≠ 	0, where 𝑗	 = 	1, 2, . . . , 𝑝 

with Wald test statistics: 

𝑊 =
𝛽3P

𝑠𝑒(𝛽3P )
~𝑁(0,1)	 (4) 

Reject 𝐻& if the test statistical value |𝑊| 	> 	𝑍0/!	or 𝑝	 − 	𝑣𝑎𝑙𝑢𝑒	 < 	𝛼, meaning that the 
independent variable of the j has a significant effect on the variable dependent. 
2.2.3 Goodness of Fit Test 

Finding a logistics model with the best explanatory variables and connecting 
functions is essential to choosing the right model. Using the Goodness of Fit statistical test, 
the model's fit was assessed. The Hosmer and Lemeshow test is one of the appropriate 
assessments for this use [13]. The hypothesis applied to this test is as follows. 

𝐻&:		Suitable model (Results of prediction and observation of potential models is the same) 

𝐻' : Model not suitable 
with test statistics: 

𝐶[ = \
(𝑂5 − 𝑛56 	𝜋̂5)!

𝑛56 𝜋̂5(1 − 𝜋̂5)

7

5,'

	 (5) 
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If the statistical value of the test is 𝐶[ 	> 	𝜒(0,()!  or 𝑝	 − 	𝑣𝑎𝑙𝑢𝑒	 < 	𝛼(0.05), reject 𝐻&. This 
indicates that the model is not suitable, that is there is a discrepancy between the model's 
prediction results and the observed data. 
2.3. Random Forest 

In limited training data, Random Forest was able to overcome overfitting by using 
ensemble bagging techniques [14]. Developed from the CART method, Random Forest 
applies bagging and random feature selection. The Random Forest algorithm consists of two 
stages, namely forming a 'k' tree to perform classification and prediction using the randomly 
formed forest. The Random Forest technique can be practiced by following these steps: 

1. Repeatedly sample data from the dataset using random sampling. 
2. Build a tree i (i = 1, 2, 3, ..., k) using a sample of data. 
3. Steps one and two must be repeated k times. 

2.4. Classification Ability Evaluation 
The classification performance was assessed using a confusion matrix. Some of the 

metrics used to measure accuracy and classification errors are accuracy, precision, recall, 
and f1-score [15]. 

Table 1. Confusion Matrix 
  Actual Class 
  Yes No 
Prediction 

Class 
Yes TP FP 
No FN TN 

After obtaining the confusion matrix results, the following calculations can also be 
performed for the confusion matrix. 

1. Accuracy, i.e. the percentage of the number of correct predictions from the total 
number of predictions made by the classifier. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁 × 100%	 
(6) 

2. Precision, it represents the percentage of accurate or true positive predictions among 
all predictions made by the classifier. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 × 100%	 
(7) 

3. Recall, which is the percentage of predictions from true positives compared to all 
actual positive class data. 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 × 100%	 
(8) 

4. F1-Score, which is a comparison of the average precision and recall. 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙 	 (9) 
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3. METHODOLOGY 

This research is quantitative, and the secondary data used comes from the 2022 
National Socio-Economic Survey (SUSENAS) of the Central Statistics Agency of 
Gorontalo Regency. Rstudio is the data processing software used in this study. The 
following are the steps used in the data analysis of this study: 

 
1. Data input  
2. Correlation Test  
3. Descriptive Analysis  
4. Binary logistic regression analysis  

a) Estimating binary logistic regression using MLE  
b) Conduct simultaneous tests  
c) Conducting partial tests  
d) Conduct a goodness of fit test  
e) Model interpretation 

5. Pre-processing data by dividing data into training data and data testing.  
6. Classify using binary logistic regression. 

a) Create a prediction model  
b) Make predictions by forming a confusion matrix  

7. Classify using Random Forest  
a) Create a prediction model  
b) Make predictions by forming a confusion matrix 

8. Evaluate classification abilities and compare the two based on the results of 
accuracy, precision, recall and F1-Score that obtained from the confusion matrix. 

9. Conclusion 
Table 2. Research Variables 

Variables Information 
Y Consumption Expenditure Household Cigarettes 
𝑋' Head of Household Education Level 
𝑋! Age of Head of Household 
𝑋8 Number of House Members Ladder 
𝑋9 Gender Head of Household 
𝑋: Marriage Status of Head of Household 
𝑋; House Size 

 

4. RESULTS AND DISCUSSION 
4.1 Binary Logistic Regression Analysis 

There are 5 independent variables that meet based on the correlation test to be 
continued in the binary logistic regression analysis. The results of the parameter estimation 
are written as follows. 

log n
𝜋(𝑥)

1 − 𝜋(𝑥)o = 0.04 + 1.44<'.' + 1.91<'.! + 3.30<'.8 + 5.72<'.9 + 5.45<'.: + 1.01<!
+ 1.16<8 + 1.21<9.' + 1.02<; 
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4.2 Simultaneous Test 

𝐺(367.82) > 𝜒(&,&:;;)
! (12.59) is the test value obtained, so 𝐻& is rejected. This 

suggests that the dependent variable is significantly influenced by at least one independent 
variable at the same time. 

4.3 Partial Test 
Table 3. Partial Test 

Independent 
Variables P-Value Decision 

𝑋'.' 8.52 × 10.! Failed to reject 𝐻& 
𝑋'.! 1.08 × 10.! Reject 𝐻& 
𝑋'.8 1.87 × 10.; Reject 𝐻& 
𝑋'.9 2.61 × 10.? Reject 𝐻& 
𝑋'.: 4.16 × 10.! Reject 𝐻& 
𝑋! 6.62 × 10.! Failed to reject 𝐻& 
𝑋8 5.37 × 10.@ Reject 𝐻& 
𝑋9.' 3.76 × 10.' Failed to reject 𝐻& 
𝑋; 6.64 × 10.!A Reject 𝐻& 

 
Based on Table 3, three independent variables were obtained that had a significant 

effect on the dependent variables, namely the level of education of the head of the household 
(𝑋'), the number of household members (𝑋8) and the size of the house (𝑋;). 

4.4 Goodness of Fit Test 

𝐻& was rejected because the test value 𝑝	 − 	𝑣𝑎𝑙𝑢𝑒(8. 84	 ×	10.?) 	< 	𝛼(0.05) was 
obtained. This indicates that there is a mismatch between the model's predictions and the 
observational data, or that the model does not match. As a result, the model needs to be 
modified to fit better. Subtracting independent variables is a method used to modify a model 
until a suitable model is reached.  

Table 4. Test The Goodness of Fit of Model Modifications 
Model Modification P-Value Decision 

𝑌~𝑋' + 𝑋8 6.75 × 10.A Reject 𝐻& 
𝑌~𝑋' + 𝑋; 3.79 × 10.'! Reject 𝐻& 
𝑌~𝑋8 + 𝑋; 1.99 × 10.! Reject 𝐻& 
𝑌~𝑋' 4.42 × 10.' Failed to reject 𝐻& 
𝑌~𝑋8 3.33 × 10.'; Reject 𝐻& 
𝑌~𝑋; 8.53 × 10.@ Reject 𝐻& 

 

Based on Table 4, it was obtained that the model 𝑌	 ∼ 	𝑋' met the Goodness of fit test with 
a value of 𝑝	 − 	𝑣𝑎𝑙𝑢𝑒(4. 42	 ×	10.') 	> 	𝛼(0. 05), then it failed to reject 𝐻&. This indicates 
that the model is suitable, or there is no significant difference between the observation data 
and the model's prediction results. 
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Fig 1. Prediction of the Probability of Cigarette Consumption Expenditure 

Based on Figure 1, it can be seen that the higher the level the education of the head of the 
household, the greater the probability Expenditure on cigarette consumption. 

4.5 Classification 

 
Fig 2. Confusion Matrix Binary Logistic Regression 

Based on Figure 2, it can be seen that a lot of data is misclassified. In the actual class 
below average, the misclassification data was 318 data predicted in the class above the 
average. Furthermore, in the actual class above average, the misclassification data is 44 data 
predicted in the class below average. 

 
Fig 3. Confusion Matrix Random Forest 

Based on Figure 3, there is misclassified data but less than in binary logistic 
regression. In the actual below-average class, the misclassification data is 32 data predicted 
in the above-average class. Furthermore, in the actual class above average, the 
misclassification data is 146 data predicted in the class below the average. 
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4.6 Classification Ability Evaluation 
Table 5. Test The Goodness of Fit of Model Modifications 

Method Accuracy Precision Recall F1-Score 
Binary Logistic Regression 0.33 0.42 0.09 0.15 

Random Forest 0.67 0.69 0.91 0.78 
 
Based on Table 5, random forests produce better classification results than binary logistic 
regression, as evidenced by the values of accuracy, precision, recall and f1-score. While 
binary logistic regression can only classify cigarette consumption expenditure with 33% 
accuracy, Random forest is able to classify cigarette consumption expenditure with 67% 
accuracy. Therefore, random forests are the most effective classification model in this study. 
5. CONCLUSION 

Until the partial test, the education level of the head of the household (𝑋'), the 
number of household members (𝑋8), and the area of the house (𝑋;) all significantly affect 
the expenditure of household cigarette consumption (Y). Nevertheless, the goodness of fit 
test showed that the appropriate model was based only on the education level of the head of 
the household (𝑋'). Accuration, precition, recall, and F1-score were all higher in random 
forest classification results than binary logistic regression findings. Thus, random forests are 
the most effective classification model in this study. 
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