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Abstract: The hotel occupancy rate indicator has become a 
concern in recent years as it goes hand in hand with the rapid 
growth of the global tourism industry. A way to maintain or 
improve this indicator is to carry out managerial planning using 
forecasting methods. The forecasting methods used in this 
research are XGBoost and SVR. The advantage of this modeling 
is that it achieves high accuracy and processing speed. 
Meanwhile, the benefit of SVR is that it will produce good 
predictions because it can overcome overfitting. The steps in 
this research are exploring data, separating training data and 
testing data, transforming data, modeling data, forecasting data, 
and evaluating forecasting results using RMSE, MAE, and 
MAPE. The results show that the MAPE value from both 
methods is smaller than 10%, which means that both methods 
can accurately predict the occupancy rate of star hotels in Bali. 
Apart from that, the SVR method has smaller values for all 
model evaluation criteria than the XGBoost method, which 
means that the SVR method is better than XGBoost for 
predicting the occupancy rate of star hotels in Bali. 

  

1. INTRODUCTION  

Bali is one of the islands in Indonesia that is wealthy in culture and has many beautiful 
natural resources [1]. This island has many tourist attractions, including beach tourism, arts 
and culture tourism, natural tourism such as mountains and forests, shopping tourism, and 
various other interesting tourist attractions to visit. Unsurprisingly, the island of Bali is one of 
the destinations most visited by foreign tourists [2]. According to BPS [3], Bali's Ngurah Rai 
Airport is the main entry point for foreign tourists to Indonesia, with 5.25 million visits or 
44.95% of the total number of foreign tourists entering Indonesia. Of course, the increasing 
number of tourists is one sign that the tourism industry in a region has developed [4]. 

To increase foreign exchange, the government must continue developing facilities and 
infrastructure that support tourism [5]. One of the infrastructures that needs to be developed is 
a place for tourists to stay or hotels. This is because the more crowded or popular a destination's 
tourism industry is, the better the condition of the tourism industry [5]. The hotel occupancy 
rate is a key indicator in the hospitality industry that reflects the extent to which a property can 
attract and retain guests [6]. Therefore, this indicator is one of the main focuses for hotel owners 
and governments that can provide an overview of an area's economic performance and 
attractiveness for tourists [6].  
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The hotel occupancy rate indicator has become a concern in recent years as it goes hand 
in hand with the rapid growth of the global tourism industry. A hotel's success in maintaining 
high room occupancy indicators can positively impact not only the hotel's revenue but also the 
local economy and the tourism industry as a whole. A way to maintain or improve this indicator 
is to carry out managerial planning using forecasting methods [6]. Forecasting hotel occupancy 
rate indicators has become critical in hospitality management strategies. The success of a hotel 
in predicting and managing occupancy rates can be an important foundation to improve 
operational efficiency and financial stability, as well as make hotel management make the right 
decisions to optimize room rates according to demand.  

Several researchers have forecasted hotel occupancy rates, namely [6] and [7]. 
Darmawan et al [6] carried out the forecasting method using the Naïve Bayes and 
Decomposition method by producing MAPE values of 10.85% and 10.78%. The forecasting 
method carried out by Tamasoleng et al [7] uses the triple exponential smoothing method and 
the Winter method, which produces MAPE values of 23.35% and 27.38%. These two studies 
show that the MAPE value is still above 10%, which means that prediction accuracy has not 
been categorized as very accurate.  

Therefore, another method is needed to forecast hotel occupancy rates so that 
predictions can be made very accurately. The Decomposition, triple exponential smoothing, 
and Winter methods are forecasting methods for linear data [8]. If the time series data turns out 
to be nonlinear, the accuracy of the forecasting results becomes poor [9]. Several methods exist 
for nonlinear data, namely XGBoost and Support Vector Regression (SVR). 

XGBoost is a method that results from the development of gradient-boosted decision 
tree algorithms that have reached high accuracy and processing speed results [10]. This method 
is commonly used for classification or prediction tasks, but with a unique processing scheme 
then, we can use it as a univariate forecasting method [11]. Some researchers have used the 
XGBoost method for univariate forecasting. One of the researchers who did this forecasting 
was [12]. They used the XGBoost method to forecast the Moroccan stock market by producing 
a MAPE value of 1.095%, which means the prediction accuracy is very accurate. 

The SVR method is a development of the SVM method that can predict linear and 
nonlinear time series data [13]. The advantage of SVR is that this method can overcome 
overfitting and make predictions that will produce good precision accuracy [9]. This SVR 
method has been used to conduct univariate forecasting. One of the researchers who did this 
forecasting was Pradnyandita et al [14]. They use the SVR method to predict electronic money 
transactions. The evaluation result of the MAPE value obtained is 4.782%, which means that 
the prediction accuracy is very accurate. 

Forecasting hotel occupancy rates using the XGBoost and SVR methods has never been 
done by other researchers. So, based on the MAPE results obtained by the XGBoost and SVR 
methods in other forecasting cases, our research aims to forecast star hotel occupancy rates 
using these two methods to get more accurate results and compare which method produces 
higher accuracy. Apart from that, this research is expected to provide predictive information 
that can help hotel management determine room rates dynamically to maximize revenue based 
on predicted demand. 

 

 
 

https://jurnal.unimus.ac.id/index.php/statistik


 DAMALIANA, AT.,  ET AL 

26 | https://jurnal.unimus.ac.id/index.php/statistik 
 [doi: 10.14710/JSUNIMUS. 12.1.2024.24-33] 
 

2. LITERATURE REVIEW 
2.1. XGBoost 

XGBoost is a kind of ensemble method that combines several algorithms to reach better 
predictive performance compared to others. This method is a development of the CART 
method. The difference between the XGBoost method and the CART method is that the 
XGBoost method applies the second-order Taylor expansion to the loss function and 
simultaneously implements the first and second derivatives [10]. XGBoost will continue to add 
weak trees of different weights to the set but still make the Trees in the set as close to the rest 
of the predictions as possible [10]. Here are the similarities: 

𝑦"! =$𝑓"(𝑥!)
#
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,						𝑓" ∈ 𝐹	 (1) 

In equation (1), 𝑦"! is the predicted value, 𝑓" 	is the result of the regression of the 𝑐-th 
tree, 𝐹 is the overall result of the regression of the tree, and 𝐶 is the number of regressions of 
the tree. Here is an equation that makes the predicted value in equation (1) expected to be as 
close to its actual value as possible without losing much information:  
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In equation (2),  𝐿3𝑦!𝑦"!
(')4is a loss function representing the difference between the 

predicted and actual values. The form of the function is a derivative form of the second order. 
Ω(𝑓!) is a form of regularization that defines the complexity of the model. Here are the 
similarities:   
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In equation (3), 𝑇 is the number of leaf nodes, and 𝜔 is the weight of the leaf nodes. 
Using the second-order Taylor expansion, XGBoost obtained the following objective 
functions:  
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In equation (4), 𝑔! is the derivative of the first order with the formula, 𝑔! =
𝜕/0('1%)𝐿3𝑦!𝑦"!

('1%)4	and ℎ! is the derivative of the second order with the formula, ℎ! =

𝜕/0('1%)* 𝐿3𝑦!𝑦"!
('1%)4 

 

2.2. The SVR 
SVR is a development method of SVM that is used for nonlinear regression tasks. The 

SVM model consists of 2 components: the kernel and the optimization method. The kernel will 
convert the nonlinear data into high-dimensional space, separating the data linearly [15]. The 
decision function for this SVR model can be expressed as [16] :  
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𝑧 = 𝑤.𝜓(𝑥) + 𝑎	 (5) 

In equation (5), 𝑥 is the input, 𝑤	and 𝑎 is a constant vector, and 𝜓(𝑥) is a nonlinear 
function. The purpose of the SVR algorithm is to determine the best parameters, namely 𝑤	and 
𝑎, with optimization as follows:  
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(6) 

In equation (6), 𝒦 is a kernel function that can be calculated by the equation 𝒦(𝑖, 𝑗) =
𝜓(𝑥!).𝜓`𝑥-a. From equation (6), we will get the SVR nonlinear decision function, which can 
be seen as follows:  
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)

!$%
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2.3. Model Evaluation  
Model evaluation is used to see and determine whether the forecasting model created 

can predict very accurately. There are several model evaluation criteria, including MAE, 
RMSE, and MAPE. The formula used is as follows:  

𝑀𝐴𝐸 =
1
𝑛$

|𝑦! − 𝑦"!|
)

!$%

	 (8) 

𝑅𝑀𝑆𝐸 = h
1
𝑛$

(𝑦! − 𝑦"!)*
)

!$%

	
(9) 

𝑀𝐴𝑃𝐸 =
1
𝑛$j

𝑦! − 𝑦"!
𝑦!

j
)

!$%

	 (10) 

MAE and RMSE criteria are used to compare accuracy between forecasting models. 
The best method will be the forecasting method with the smallest MAE or RMSE. The MAPE 
is used to determine whether the forecasting results are accurate or not. According to Trimono 
et al [17], a percentage of MAPE less than 10% indicates the forecast results are very accurate, 
10% to 20% of the prediction results are accurate, 21% to 50% means reasonable forecast, and 
above 50% means the prediction results are not accurate.  

 
3. METHODOLOGY 

The data used for this study is the occupancy rate of star-rated hotels in Bali Province. 
This dataset comes from the Central Bureau of Statistics (BPS). This monthly time series data 
was taken from January 2008 to January 2019 with 144 observations. In this study, we will 
process and analyze this data using the Python programming language 

The measures used to forecast the occupancy rate of star hotels in Bali are as follows:  

1. We are exploring time series data. At this stage, we will create and interpret a time 
series plot and a time series decomposition plot. 
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2. Perform the data modeling stage. Before the data is modeled, we will separate the 
data that becomes training data and the testing data. The testing data used is from 
January 2019 to December 2019, while the training data is the rest of the testing 
data, as many as 132 observations. After that, data transformation is performed 
with the MinMaxScaler function in Python. After the data is ready, then it is 
auctioned using XGBoost and continued with SVR.   

3. In this step, we will forecast for next year based on data modeling training.  
4. Perform a model evaluation. We will return the transformation data to the original 

data at this stage. After that, we will create a time series plot that compares the 3rd 
step with the testing data. In addition to building plots, we will also calculate and 
interpret MAE, RMSE, and MAPE.  

 
4. RESULTS AND DISCUSSION 

Hotel occupancy rate forecasting is used as a managerial strategy to optimize room rates 
according to high and low demand. The pattern of time series data on Hotel occupancy rates in 
Bali from 2008 to 2019 can be seen in the figure below:  

 
Fig 1. Time Series Plot of Hotel Occupancy Rate in 2008 – 2019 

Based on Fig 1. Before 2015, the hotel occupancy rate had no trend or seasonal pattern. 
However, from 2015 to 2019, the data became seasonal. Based on that, we can't definitively 
determine the overall pattern of the data, so we need a decomposition plot. If we look at Fig 1, 
then we use an addictive model in creating decomposition plots because the variation in data 
changes is quite stable.  

In Fig 2, the time series plot is separated into three components, namely trend, seasonal, 
and residual components. In the trend component, the pattern of hotel occupancy data shows 
no trend. Meanwhile, there is a pattern of data on seasonal components. As for the residual 
component, it can be seen that the data points are unstable in the middle of the plot, so we can 
guess that the data pattern is nonlinear. Based on the decomposition plot in Fig 2, we can 
conclude that the data on Hotel occupancy rates from 2008 to 2019 only have seasonal patterns 
and are not linear (non-linear).  
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Fig 2. Decomposition Plot of Hotel Occupancy rates 

The high or low interest in star-rated hotel occupancy from 2008 to 2019 can be seen 
per month using a box plot as shown below:  

 
Fig 3. Box Plot of Hotel Occupancy Rate Per Month 

Fig 3 shows July and August have the highest average hotel occupancy rates compared 
to other months. This means that star hotel enthusiasts are high in that month, and it's time for 
hotels to maximize their stay rates. Apart from using plots, we will look at the characteristics 
of the data using descriptive statistics. The results can be seen in Table 1.  

Table 1. Data Characteristics 
 Value 

Mean	 61.7161 

Min	 50.6600 

Max	 74.8600 

 
Table 1 shows that the average percentage of tourists staying in star hotels is 61.72% 

with the minimum percentage being 50.66% and the maximum being 74.86%. Based on this, 
we can suggest that stakeholders maintain and continually improve the quality of star hotel 
occupancy so that the percentage continues to increase. 

After exploring the data, the next step is modeling. In this step, we first separate the 
training data and testing data. Then, we perform MinMax Scaler transformation for each 
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training and testing data to get normal data. In modeling using the XGBoost method, the 
optimal parameters used to forecast the occupancy rate of star hotels in Bali are as follows:  

Table 2. XGBoosts Model Parameters 
Parameters Value 

Objective	(𝑂𝑏𝑗('))	 Reg:squarederror 

Eta	 0.3 

Depth	 3 

 
While the optimal parameters to perform SVR modelling on the occupancy rates hotel 

in Bali is as follows:  
Table 3. SVR Model Parameters 

Parameters Value 
kernel	 'RBF' 

𝛾	 0.5 

C	 10 

𝜖	 0.05 

toll	 0.001 

 
Visualization of the comparison of forecasting results using the XGBoost method with 

testing data can be seen in the figure below  

 
Fig 4. Visualization of Forecasting Results with Actual Value XGBoost 

Method  
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Fig 4 shows that the forecasting results using the XGBoost method produce prediction 
values that are almost the same as the actual values, which can be seen in the forecasting values 
that capture actual data patterns. Meanwhile, the comparison of forecasting results using the 
SVR method with testing data can be seen in the figure below. Fig 5 shows that the forecasting 
results using the SVR method have also produced prediction values that are almost the same 
as the actual values, which can also be seen in the forecasting values, which can also capture 
actual data patterns. However, let's compare Fig 4 and Fig 5. We can see that the SVR method 
produces better prediction values than the XGBoost method because the difference in 
forecasting results with the actual data is smaller.  

 
Fig 5. Visualization of Forecasting Results with Actual Value SVR 

Method 
In addition to comparing visualizations such as Fig 4 and Fig 5, we will determine 

which method is best between XGBoost and SVR using the results of model evaluation criteria. 
The results of the model evaluation criteria can be seen in the table below:  

Table 4. Model Evaluation Criteria 
Criterion XGBoost  SVR 
MAE	 2.0072 1.6139 

RMSE	 1.7833 1.4311 

MAPE	(%)	 3.0301 2.4965 

 
In Table 4, we can see that the RMSE, MAE, and MAPE values of the XGBoost dan 

SVR  method are 1.7833, 2.0072,  3.03%, 1.4311, 1.6139, and 2.4965%. Based on these values, 
it shows that the SVR method has a value of all model evaluation criteria smaller than the 
XGBoost method, which means that the SVR method is better than XGBoost to forecast the 
occupancy rate of star hotels in Bali. The MAPE value of both methods also shows a value 
smaller than 10%, which means that both methods can predict the occupancy rate of star hotels 
in Bali very accurately.   
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5. CONCLUSION 
Time series data on the occupancy rate of star hotels in Bali has seasonal patterns and 

nonlinear data types. This data shows that July and August have the highest average hotel 
occupancy rates, so hotels can maximize their stay rates. The forecasting results using XGBoost 
and SVR show that the MAPE value can predict the occupancy rate of star hotels in Bali very 
accurately. In addition, it can also be concluded that the SVR  is the best method to forecast 
the occupancy rate of star hotels in Bali.  
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