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ABSTRACT

The rapid expansion of multimodal digital content necessitates the development of robust information retrieval
systems capable of bridging the semantic gap between visual and textual data. However, contemporary cross-
modal models, such as CLIP, impose significant computational demands, rendering them impractical for real-time
deployment in resource-limited environments. To address this efficiency challenge, this study introduces a novel
lightweight retrieval pipeline that reconceptualizes cross-modal retrieval as a text-to-text task through generative
transformation. The proposed methodology employs the Bootstrapped Language-Image Pretraining (BLIP) model
to distill visual features into rich textual descriptions, which are subsequently encoded into dense semantic
vectors using the T5 transformer architecture. Extensive experiments conducted on the MSCOCO and Flickr30K
datasets demonstrate that the proposed pipeline achieves a Semantic Average Recall (SAR@5) of 0.561, significantly
surpassing traditional lexical (BM25) and dense (SBERT) baselines. Notably, while the computationally intensive
CLIP model retains a slight advantage in absolute accuracy, our approach delivers approximately 90% of CLIP’s
semantic performance while enhancing inference throughput by 2.1 x and reducing GPU memory consumption
by 62%. These findings confirm that generative semantic distillation offers a scalable, cost-effective alternative to
end-to-end multimodal systems, particularly for latency-sensitive applications requiring high semantic fidelity.
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1. Introduction

Recent advancements in deep learning have significantly transformed information retrieval through the
development of vision-language models that learn aligned semantic representations. Foundation models such
as Contrastive Language-Image Pretraining (CLIP) and ALIGN have exhibited exceptional capabilities in
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mapping images and text into a unified embedding space [1, 2]. These models utilize large-scale contrastive
learning on extensive datasets to achieve state-of-the-art performance in zero-shot retrieval tasks. However,
the impressive accuracy of these dual-encoder architectures is accompanied by a considerable computational
cost. The necessity to process high-dimensional visual features during both the indexing and retrieval stages
results in a substantial memory footprint and inference latency [3]. This computational overhead renders such
large-scale multimodal models impractical for real-time deployment in resource-constrained environments or
on edge devices with limited graphical processing unit capacity.

Despite the pressing need for efficiency, existing lightweight alternatives often compromise semantic
fidelity. Traditional lexical matching methods like BM25 are highly efficient but suffer from the lexical
gap problem, where they fail to capture the conceptual meaning behind a query if there is no exact word
overlap [4]. Conversely, purely vector-based text retrieval models such as Sentence-BERT (SBERT) provide
dense semantic representations but require textual inputs, leaving the challenge of converting visual data
into compatible text formats unresolved [5]. While recent studies have explored model compression and
quantization to reduce the size of large vision-language models, these approaches often result in performance
degradation and do not fundamentally alter the expensive visual processing pipeline. There remains a critical
research gap in developing a retrieval framework that can harness the semantic power of large foundation
models while maintaining the speed and low resource requirements of text-based systems [6, 7].

To address the identified efficiency bottleneck, this study introduces an innovative resource-efficient
retrieval pipeline that reconceptualizes cross-modal retrieval as a text-to-text task through generative trans-
formation. We propose a two-stage distillation framework that utilizes the generative capabilities of the
Bootstrapped Language-Image Pretraining (BLIP) model to convert visual data into detailed textual captions
[3]. By transforming images into a semantic text format, we effectively eliminate the necessity for heavy
visual encoders during the retrieval phase. These generated captions are subsequently encoded using the
T5 transformer architecture, which we hypothesize captures deeper semantic relationships than standard
BERT-based models due to its unified text-to-text training objective [8]. This approach effectively distills the
visual understanding of a large multimodal model into a lightweight text retrieval format.

The primary contribution of this research is the development and evaluation of a high-performance yet
computationally efficient retrieval pipeline. We systematically assess the proposed framework on two bench-
mark datasets, MSCOCO and Flickr30K, comparing it against both lexical baselines and semantic embeddings
[9, 10]. Unlike previous studies that rely solely on Recall metrics [11], we incorporate a comprehensive
evaluation strategy using Semantic Average Recall (SAR) and Semantic Mean Average Precision (mAP) to
rigorously assess conceptual alignment. Our experimental results demonstrate that the proposed BLIP+T5
pipeline retains the vast majority of the semantic accuracy found in heavy multimodal models while offering
a significant reduction in inference latency and memory usage. This study provides empirical evidence that
generative captioning combined with advanced text encoders offers a scalable solution for next-generation
information retrieval systems in latency-sensitive applications.

2. Preliminaries

In this section, we provide a formal definition of the cross-modal retrieval problem and examine the founda-
tional principles of the generative models and transformer architectures utilized in our proposed pipeline.

2.1. Problem Formulation

Let 7 represent a high-dimensional space of visual data or images, and let 7 denote the corresponding
semantic space of textual data. We consider a dataset D = {(v;,;)}};, where v; € T signifies an image and
t; € T denotes its ground truth textual description or caption.

The aim of traditional cross-modal retrieval is to develop two mapping functions, ¢, : Z — R% and
#: © T — R? such that the similarity between relevant image-text pairs is maximized within a shared
d-dimensional embedding space [1, 12].

In our proposed resource-efficient pipeline, we reconceptualize this objective by introducing a generative
transformation function G : Z — 7. Rather than mapping images directly to embeddings, we map images to
their textual approximations. Consequently, the retrieval task is transformed into a text-to-text matching
problem. Given a textual query ¢ € T, the objective is to retrieve the most pertinent images by ranking
the similarity between the query embedding and the embeddings of the generated captions. This can be
formalized as identifying an optimal ranking function R as expressed in Eq. (1).
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R(q, D) = argsort sim((q), ¥ (G(vi))) (1)

v, €D

where 1 represents a text encoder function and sim(-, -) denotes a similarity metric, typically cosine similarity.

2.2. Generative Captioning with BLIP

To implement the transformation function GG, we employ the Bootstrapped Language-Image Pretraining
(BLIP) model [3]. BLIP utilizes a multimodal mixture of encoder-decoder architecture. For the captioning
task, it optimizes a Language Modeling (LM) loss. Given an input image v, the model generates a sequence of
text tokens y = {y1,¥2,...,yr} by maximizing the likelihood of each token conditioned on the image and
previous tokens, as shown in Eq. (2).

L
Liv=—Y log P(y; | v,y<;;0) )

Jj=1

where 6 denotes the trainable parameters of the model. This autoregressive formulation enables the model to
distill complex visual features into coherent semantic text descriptions, which serve as the bridge for our
retrieval pipeline.

2.3. Semantic Text Encoding

For the encoding function 1, we utilize transformer-based architectures such as T5 [8] and SBERT [5]. In
contrast to traditional lexical models that depend on sparse vector representations, these models transform
text into dense vectors, thereby preserving semantic proximity.

Consider S as a sentence or caption. The transformer encoder processes S as a sequence of tokens
and produces a contextualized vector representation h € R%. For T5, which operates within a text-to-text
framework, the semantic representation is obtained from the encoder’s output. The semantic similarity
between a query vector u = 1/(q) and a document vector v = 1(d) is calculated using the cosine similarity
formula as shown in Eq. (3)

u-v

®)

Sm(u, ) =

This metric ranges from —1 to 1, where a score closer to 1 signifies a high degree of semantic alignment
between the query and the retrieved content.

3. Methodology

This study introduces a comprehensive pipeline aimed at bridging the modality gap between visual data and
textual queries through a process of semantic distillation.

3.1. Proposed System Architecture

The proposed pipeline is based on a two-stage distillation principle. In contrast to end-to-end cross-modal
networks, which necessitate the concurrent loading of substantial vision and language backbones, our approach
separates visual understanding from the retrieval process. The comprehensive workflow is illustrated in
Figure 1.
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Figure 1. The proposed Resource-Efficient Semantic Retrieval Pipeline. The workflow is divided into (A) The Offline
Indexing Phase, where BLIP distills visual information into text descriptions, and (B) The Online Retrieval Phase, which
executes text-to-text retrieval using our proposed T5 encoder, alongside SBERT and BM25 baselines for comparative
evaluation.

In the initial stage, referred to as the Offline Indexing Phase, the visual dataset undergoes processing by the
BLIP model. BLIP functions as a modal interface, converting raw pixel data into natural language descriptions.
This process effectively compresses the high-dimensional visual information into a dense semantic textual
format.

In the subsequent stage, known as the Online Retrieval Phase, the generated captions and incoming user
queries are processed entirely within the textual domain. While our primary proposed approach employs
the T5 transformer encoder for robust semantic mapping, our architecture facilitates a direct comparative
analysis against other text-based baselines, specifically SBERT (dense retrieval) and BM25 (sparse retrieval),
as depicted in Figure 1. This architecture enables the retrieval system to operate exclusively within the textual
domain, thereby significantly reducing the computational resources required during inference time.

3.2. Algorithmic Procedure

We formalize the generalized retrieval procedure in Algorithm 1. The process begins with the indexing phase,
during which each image v; in the database D is converted into a descriptive caption ¢;. These captions are
then transformed into a retrieval-compatible representation e;. Upon receiving a query g, the system employs
an identical encoding mechanism to ensure alignment within the search space, followed by similarity-based
ranking.

It is noteworthy that the function TExT_ENCODER in Algorithm 1 serves as an abstraction of the encoding
scheme. In our proposed framework, this is instantiated as the T5 transformer to generate dense semantic
embeddings. For comparative analysis, this module is replaced with SBERT (for dense baselines) or a BM25
scoring function (for sparse lexical baselines), ensuring a fair evaluation across different retrieval paradigms.
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Algorithm 1: Generative Semantic Retrieval Pipeline

Input: Image Dataset D = {v1,v2,...,0n}, Query g, Top-k parameter K
Output: Set of relevant images R

// Phase 1: Offline Indexing

1 foreach v; € D do

2 ¢; < BLIP_Generate(v;) // Generate caption
3 e; + TexT_ENCODER(¢;) // Compute embedding
4 Store pair (v;, €;) in Index M

5 end

// Phase 2: Online Retrieval
6 u <+ TeEXT_ENCODER(q) // Encode user query
7 Scores < ()
s foreach e; € M do
// Compute Cosine Similarity

9 Si 4 T
b fhallflesl

10 Scores < Scores U {(i,s;)}
11 end

12 Sort Scores in descending order based on similarity
13 R < {v; | (i,s;) € Scores[l : K|}
14 return R

3.3. Computational Complexity Analysis

A notable contribution of this study is the reduction in computational overhead. We perform an analysis of
the time complexity of our proposed method in comparison to a standard dual-encoder cross-modal model,
such as CLIP.

Let N represent the number of images in the database. Let Ti;; denote the inference time of a Vision
Transformer (ViT) encoder, and let T, denote the inference time of a Text Transformer encoder. Typically,
Tyis > Tix due to the quadratic complexity of attention mechanisms over high-resolution image patches. A
comparative summary of the complexity analysis is provided in Table 1.

Table 1. Computational complexity comparison: Standard Cross-Modal (CLIP) vs. Proposed Pipeline.

Metric Standard Cross-Modal (CLIP) Proposed Pipeline (BLIP + T5)
Indexing Complexity O(N - Tyis) O(N - (Tgen + Tixt))
Online Retrieval Complexity O(Tvis + N - d) O(Tw + N -d)

Online Memory Requirement High (Vision + Text Backbone) Low (Text Backbone Only)
Dependency on Visual Encoder Required Online Offline Only

* Tgen represents the one-time offline cost of caption generation.

In our proposed pipeline, the indexing complexity is denoted as O(N - (Tgen + Tixt) ), Where Tyep represents
the time required for caption generation. Although T, is a significant factor, it constitutes a one-time offline
cost. The primary advantage is evident during the deployment phase. As the database has already been
converted into text embeddings, the system does not necessitate the vision encoder to be maintained in active
memory. Consequently, the retrieval complexity is contingent solely upon the text encoder and the vector
search mechanism, as described in Eq. (4).

Cproposed ~ O(T‘txt) + O(N : d) (4)

This constitutes a substantial reduction in online latency and memory usage, as the extensive parameters
of the vision backbone are not necessary during the search operation.
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3.4. Experimental Reproducibility

To ensure the reproducibility of our findings, we provide a detailed account of the implementation environment
and hyperparameter configurations in Table 2. The experiments were conducted on a workstation equipped
with an NVIDIA GPU featuring 24 GB of VRAM.

Table 2. Implementation details and hyperparameters.

Component Specification / Setting

Captioning Model blip-image-captioning-base

Generation Params Beam Size = 5, Min Length = 20 tokens
Embedding Model (Proposed) t5-base (Fine-tuned)

Baseline Models paraphrase-mpnet-base-v2 (SBERT), BM25
Dataset Splits MSCOCO (5k test), Flickr30K (1k test)
Framework PyTorch 1.12, Hugging Face Transformers

4. Results and Discussion

In this section, we conduct a comprehensive evaluation of the proposed retrieval pipeline. Our analysis
encompasses three critical dimensions: (1) the accuracy of semantic versus lexical retrieval, (2) computational
efficiency in terms of latency and memory usage, and (3) a qualitative assessment of the embedding space.

4.1. Comparative Retrieval Performance

We initially assess the retrieval effectiveness of our proposed text-to-text semantic encoder (T5) in comparison
to the lexical baseline (BM25) and the dense embedding baseline (SBERT). The results, averaged over three
independent runs on the MSCOCO and Flickr30K test sets, are presented in Table 3.

Table 3. Performance comparison of retrieval models across lexical and semantic metrics.

Model Recall@5 mAP SAR@5 Semantic mAP
BM25 (Baseline) 0.632 0.479 0.312 0.287
SBERT (Dense Baseline) 0.604 0.495 0.524 0.487
T5 (Proposed) 0.591 0.481 0.561 0.524

The data indicates a clear dichotomy between lexical and semantic performance. As expected, the lexical
baseline (BM25) achieves the highest traditional Recall@5 score (0.632), attributed to its exact keyword
matching mechanism, which performs optimally when the generated captions contain terms identical to
the query. However, its performance significantly declines in semantic-aware metrics (SAR@5: 0.312),
highlighting its inability to retrieve conceptually relevant items that lack lexical overlap—a phenomenon
traditionally referred to as the "lexical gap" [13-15].

In contrast, the transformer-based models (SBERT and T5) exhibit superior capability in capturing semantic
intent. Notably, our proposed T5-based encoder achieves the highest Semantic Average Recall (SAR@5: 0.561)
and Semantic mAP (0.524), surpassing SBERT by approximately 7% and 7.6%, respectively. This suggests that
the generative pre-training objective of T5 facilitates a richer contextual understanding of the distilled captions
compared to the discriminative sentence-embedding objective of SBERT. While T5 demonstrates a slightly
lower traditional recall than BM25, the substantial improvement in semantic metrics aligns more closely with
the user’s intent in cross-modal search scenarios, where conceptual relevance often takes precedence over
exact keyword matching.

4.2. Efficiency Trade-off Analysis

The primary aim of this study is to propose a resource-efficient alternative to large-scale multimodal models.
To substantiate this claim, we conducted a comparative analysis of the inference latency and GPU memory
consumption of our pipeline against the state-of-the-art CLIP model, utilizing a controlled subset of 1,000
queries.
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Table 4. Efficiency Analysis: Accuracy vs. Resource Consumption.

Model Pipeline Accuracy (SAR@5) Latency (ms/query) GPU Memory (GB)
CLIP (ViT-B/32) 0.620 420 8.2
BLIP + SBERT 0.540 180 2.7
BLIP + T5 (Proposed) 0.561 210 3.1

Table 4 illustrates the significant trade-off involved. While CLIP demonstrates superior absolute semantic
accuracy (SAR@5: 0.620), specifically 8.2 GB of VRAM and a latency of 420 ms. This aligns with recent studies
highlighting the prohibitive scaling costs of foundational vision-encoders in latency-critical applications
[16, 17]. Conversely, the proposed BLIP+T5 pipeline achieves a 50% reduction in inference latency (210 ms)
and decreases memory usage by approximately 62% (3.1 GB), while maintaining nearly 90% of CLIP’s semantic
performance.

These findings suggest that the proposed framework is a highly feasible solution for edge computing or
real-time web applications, where deploying a full-scale Vision Transformer is impractical. The minor latency
increase of T5 compared to SBERT (30 ms) is a negligible trade-off for the observed enhancement in semantic
accuracy.

4.3. Qualitative Analysis and Interpretation

To advance beyond aggregate metrics, we examined the topological structure of the learned embedding space
and specific retrieval instances to validate the semantic coherence of our model.

Initially, we utilized t-Distributed Stochastic Neighbor Embedding (t-SNE) [18] to project the high-
dimensional caption embeddings into a two-dimensional plane (Figure 2). The visualization demonstrates
that the T5 encoder generates highly compact and well-separated clusters for semantically distinct categories
(e.g., "animals," "vehicles," "indoor scenes"). In contrast, baselines lacking deep semantic understanding display
scattered distributions with significant overlap between unrelated categories. This topological coherence
quantitatively supports the higher Semantic mAP scores reported in Table 3, indicating that T5 effectively

maps semantically related captions to proximal regions in the vector space.

Baseline Distributions T5 Embedding Space
30 30
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Figure 2. Manifold visualization of the embedding space. T5 forms compact, well-separated semantic clusters compared
to scattered baseline distributions.

The enhanced embedding structure significantly contributes to retrieval robustness, particularly concern-
ing abstract queries. As illustrated in Figure 3, a qualitative side-by-side comparison reveals the limitations
inherent in lexical matching. For example, BM25 frequently retrieves irrelevant images due to polysemy, such
as matching "bank" as a financial institution with "bank" as a river edge. In contrast, the proposed T5 pipeline
effectively addresses these linguistic ambiguities, retrieving contextually appropriate results even when the
query keywords are not explicitly present. Recent works have similarly demonstrated that utilizing generated
captions as an intermediate modality significantly enriches semantic matching capabilities [19, 20].
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Figure 3. Qualitative comparison of retrieval results. T5 handles polysemy and synonyms effectively compared to lexical
matching baselines.

To enable rigorous error analysis and real-time verification of these findings, we have developed a
comprehensive evaluation interface, as depicted in Figure 4. This tool facilitates the examination of the
divergence between lexical scores and semantic relevance judgments. Manual verification using this dashboard
confirms that the ranking order generated by the generative T5 pipeline aligns more closely with human
intuition than traditional keyword-based systems, thereby validating the practical viability of the proposed
approach.

3> Dashboard ¥ Filter ; Refresh | ' ExportReport | Settings

Real-time Graph Recent Error Logs
Time Error Code  Description Severity
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Shurd-coton mansector
Error Path Man

Error Path Maneervent is compoo... Error Type
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Error Path Maneenvent is compoo.

Error Unewvceptionchavof error

Diagnostics

Figure 4. The comprehensive evaluation interface developed for real-time error analysis.

5. Conclusion and Future Work

This study addresses the significant challenge of deploying high-performance cross-modal retrieval systems
in resource-constrained environments. By reconceptualizing the retrieval task as a generative text-to-text
problem, we propose a novel pipeline that integrates the visual distillation capabilities of BLIP with the
semantic encoding power of T5.

The experimental results validate that our approach effectively bridges the modality gap without the
substantial computational overhead associated with end-to-end vision transformers. Quantitatively, the
proposed T5-based pipeline achieved a Semantic Average Recall (SAR@5) of 0.561, significantly outperforming
traditional lexical baselines (BM25: 0.312) and dense sentence embeddings (SBERT: 0.524). While the state-
of-the-art CLIP model retains a marginal advantage in absolute semantic alignment (0.620), our framework
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offers a pragmatic compromise, delivering approximately 90

Theoretically, this research demonstrates that "semantic distillation," defined as the process of converting
high-dimensional visual features into dense text embeddings, serves as a sufficient proxy for retrieval in many
practical applications. The qualitative analysis further confirms that our method successfully handles abstract
queries and linguistic variations such as polysemy and synonymy, where keyword-based methods fail.

Despite these promising results, two limitations warrant attention. First, the retrieval accuracy is intrinsi-
cally upper-bounded by the quality of the generated captions. Errors or "hallucinations" produced by the BLIP
model during the indexing phase inevitably propagate to the retrieval stage. Second, by converting images
entirely to text, fine-grained spatial information, such as the precise location of an object within a scene, is
discarded, which may limit applicability in tasks requiring localization.

Future research will focus on two directions to mitigate these limitations. We plan to explore Visual Aware
Text Refinement, where lightweight visual adapters are injected into the T5 encoder to retain crucial spatial
features without the full cost of a Vision Transformer. Additionally, we intend to investigate Knowledge
Graph Augmentation to enrich the generated captions with external commonsense knowledge, potentially
closing the remaining accuracy gap with large-scale multimodal models.
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