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Abstract: Behavioral data derived from consumer activity offer significant potential in 
health informatics, particularly for developing predictive models related to lifestyle, 
adherence, and patient engagement. This study evaluates the effect of two widely used 
dimensionality reduction techniques, namely principal component analysis (PCA) and 
linear discriminant analysis (LDA) on the performance of five supervised machine learning 
classifiers: logistic regression (LR), support vector machine (SVM), naive bayes (NB), 
decision tree (DT), and random forest (RF). The experimental dataset, although sourced 
from a commercial context, contains demographic and economic attributes commonly 
found in health-related behavioral data, such as age and income. Results indicate that LDA 
significantly improves classification performance across all models, with Random Forest 
achieving the highest scores: accuracy = 0.91, precision = 0.88, recall = 0.85, F1-score = 
0.86, and AUC = 0.95 when trained on LDA-transformed features. SVM also performed 
competitively under the same configuration (AUC = 0.94). Conversely, PCA provided 
moderate gains but underperformed in capturing class-discriminative information compared 
to LDA. These findings demonstrate that integrating LDA with robust classifiers such as 
RF and SVM enhances both predictive accuracy and model interpretability, offering 
practical benefits for behavior-informed health decision support systems. The study 
highlights the relevance of supervised feature transformation in optimizing data pipelines 
for personalized healthcare applications. 
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1. Introduction 
The rapid expansion of digital health data has enabled 

the development of intelligent systems capable of 
delivering personalized healthcare, monitoring public 
health, and optimizing clinical workflows (Zhai et al., 
2023). As these systems evolve, behavioral data have 
emerged as a valuable resource for supporting decision-
making in health informatics. Consumer behavior, 
particularly purchase decisions, can reflect underlying 
health-related preferences, such as diet choices, physical 
activity, or engagement with wellness programs. 
Leveraging this behavioral information can enhance the 
effectiveness of recommendation systems, adherence 
monitoring, and preventive care planning (Samuel Ajibola 
Dada & Adeleke Damilola Adekola, 2024). 

Machine learning (ML) techniques are central to 
modern health informatics. They enable predictive 
modeling, classification, and pattern recognition across 
diverse data sources. Algorithms such as logistic 
regression (LR), support vector machine (SVM), naive 
bayes (NB), decision tree (DT), and random forest (RF) 
are commonly used to analyze patient behavior, predict 
disease risk, and recommend personalized interventions. 
However, many health-related datasets especially those 
involving behavior are high-dimensional and have 
redundant or irrelevant features (Darmawahyuni et al., 
2024; Nosakhare & Picard, 2020). These features can 
reduce the model performance and increase the 
computational complexity. 

To address these issues, researchers applied 
dimensionality reduction techniques to extract the most 
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relevant features while minimizing information loss. Two 
widely used methods are principal component analysis 
(PCA) and linear discriminant analysis (LDA). PCA is an 
unsupervised method that transforms original features into 
a smaller set of orthogonal components representing the 
highest variance. LDA, in contrast, is a supervised 
technique that maximizes the separation between 
predefined classes. Both methods can improve model 
accuracy, reduce overfitting, and accelerate training time, 
key advantages in time-sensitive and resource-constrained 
health environments. 

Several studies have demonstrated the effectiveness of 
PCA and LDA in biomedical and behavioral data analysis. 
For instance, García et al. (2024) combined PCA and LDA 
to classify plant leaf diseases, reducing complexity while 
maintaining high accuracy. Similarly, Hayati et al. (2024) 
used a PCA-LDA-SVM framework to determine the 
geographic origin of agricultural samples an approach 
applicable to biosignal classification. Jiménez et al. (2025) 
proposed PCA, LDA, and KPCA for analyzing fetal 
health data, improving interpretability and performance in 
clinical decision-making. 

In behavioral modeling, ensemble algorithms such as 
Random Forest and Gradient Boosting often outperform 
traditional classifiers due to their ability to capture 
complex feature interactions. Kabir et al. (2019) achieved 
92% accuracy in predicting online shopper intent using 
Random Forest. Azad et al. (2023) applied logistic 
regression to model consumer purchase behavior, 
reporting balanced performance with high interpretability 
an important consideration in health applications that 
require explainable models. 

While prior studies have applied PCA and LDA in 
various contexts—including biomedical imaging, 
agriculture, and consumer analytics—comparative 
evaluations that systematically examine their impact on 
classification performance across multiple algorithms in 
health-relevant behavioral datasets remain limited. 
Moreover, most existing works tend to use high-
dimensional or domain-specific data without reflecting on 
transferable behavioral features such as socioeconomic 
patterns relevant to personalized health interventions. 

To fill this gap, the present study investigates how PCA 
and LDA affect the performance of five supervised 
classifiers when applied to a behavioral dataset that, 
despite its commercial origin, reflects key constructs 
commonly used in health informatics. By focusing on 
predictive outcomes in a low-dimensional yet 
representative feature space, we aim to provide 
methodological clarity and practical insight for behavior-
based healthcare applications. 

The main contributions of this study are as follows: 
• Systematically evaluate the impact of PCA and LDA on 

five popular classification algorithms (LR, SVM, DT, 
NB, RF); 

• Compare the performance across three feature 
representations (normalized, PCA, and LDA); 

• Discuss the implications for behavioral modeling in 
personalized health systems, focusing on 
interpretability and scalability. 
The remainder of this paper is structured as follows. 

Section 2 describes the dataset and preprocessing steps. 

Section 3 outlines the methodology and classification 
models. Section 4 presents the experimental results and 
discussion. Finally, Section 5 concludes with insights and 
suggestions for future research in behavior-based health 
informatics. 

2. Methodology 

2.1 Dataset description 

This study uses a publicly available consumer behavior 
dataset obtained from Kaggle, which can be accessed at 
https://www.kaggle.com/datasets/denisadutca/customer-
behaviour. The dataset is frequently used for behavior 
modeling experiments and contains 400 observations, 
with each record representing a unique customer.  

The dataset comprises the following variables: 
• CustomerID: A unique identifier for each customer 

(nominal) 
• Gender: Categorical variable representing sex (Male or 

Female) 
• Age: Continuous variable indicating customer age in 

years 
• EstimatedSalary: Continuous variable representing 

annual income in USD 
• Purchased: Target label (binary class: 1 = Purchased, 0 

= Not Purchased) 
Although the dataset originates from a retail context, its 

structure closely reflects features commonly used in 
health informatics, such as age, socioeconomic indicators, 
and behavioral outcomes. These features are often applied 
in health behavior modeling, patient segmentation, and 
wellness program adoption prediction. 

A snapshot of the dataset is presented in Table 1. As 
shown in Table 1, the structured format enables the 
predictive modeling of binary outcomes based on 
demographic and economic characteristics, analogous to 
health-related behavioral predictions such as medication 
adherence, lifestyle program enrollment, or patient 
outreach response. 

To prepare the data for modeling, preprocessing steps 
were applied as described in sub-section 2.2, ensuring data 
quality and consistency for subsequent dimensionality 
reduction and classification tasks. 

2.2 Data preprocessing 

Data preprocessing is a critical phase in machine 
learning that transforms raw data into a structured and 
optimized format. Raw data often contain inconsistencies, 
categorical features, and numerical imbalances, which can 
negatively impact model performance. To address these 
issues, this study implements a structured preprocessing 
pipeline consisting of column filtering, missing value 
handling, categorical encoding, feature scaling, outlier 
detection, and data splitting. These steps help reduce noise, 
eliminate bias, and ensure that all features contribute 
proportionally to model learning. The dataset used in this 
study includes five attributes: User ID, Gender, Age, 
EstimatedSalary, and Purchased. A subset of the raw data 
is presented in Table 2. 
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Table 1. The table capture consumer behavior dataset at Kaggle.Com. 

 
 
Table 2. Sample of the row dataset before preprocessing. 

CUSTOMER ID GENDER AGE ESTIMATED SALARY (USD) PURCHASED 

15794253 Female 35 147000 1 
15646936 Male 53 72000 1 

15806901 Female 57 33000 1 

15746422 Female 24 89000 0 

15813113 Female 29 107000 1 

The following preprocessing steps were applied: 

a. Column selection 

The attribute User ID was removed from the dataset as 
it does not contain any predictive information. Including 
such identifiers may introduce bias or data leakage if not 
properly managed. Only four features were retained for 
modeling: Gender, Age, EstimatedSalary, and Purchased. 

b. Handling missing values 

Let 𝑋 ∈ ℝ!×# be the dataset matrix with 𝑛 rows (s
amples) and 𝑑 columns (features). A missing value in 
feature 𝑥$ occurs when: 

 𝑥𝑖𝑗 = for any 𝑖 ∈ {1, … , 𝑛}, 𝑗 ∈ {1, … , 𝑑} (1) 

We define the completeness ratio for feature 𝑗 as: 

 𝐶𝑗 = 𝑐𝑜𝑢𝑛𝑡(𝑥𝑖𝑗≠∅)
𝑛

 (2) 

In this dataset, 𝐶𝑗 = 1 for all 𝑗, indicating that no m
issing values were present. Thus, no imputation or re
moval was required, as illustrated in in Fig. 1. 

 
Fig 1. Visual confirmation of data completeness across all 
features. No missing values were identified in any column, 
validating the integrity of the dataset for subsequent 
preprocessing. 

c. Encoding of categorical features 

In machine learning, most algorithms require all inp
ut features to be numeric, as mathematical operations 
such as distance computation, dot products, and gradie
nt descent optimization are not defined for string-base
d or symbolic inputs. Therefore, categorical variables 
must be converted into a numerical format before they
 can be used in model training. 

The feature Gender in the dataset is a binary catego
rical variable with two possible string values: "Male" 
and "Female". To prepare this feature for modelling, 
we applied binary encoding, a suitable method for var
iables with only two categories. Binary encoding assig
ns integer values to each category without introducing 
unnecessary dimensions, unlike one-hot encoding, whi
ch would create additional columns. The encoding rul
e applied was formulated by Eq. (3). 

 𝐺𝑒𝑛𝑐𝑜𝑑𝑒𝑑 = {01 𝑖𝑓  𝐹𝑒𝑚𝑎𝑙𝑒
𝑖𝑓  𝑀𝑎𝑙𝑒  (3) 

This transformation allows the model to treat 
categorical input as numerical, enabling gradient-based 
optimization and matrix computations within 
classification algorithms. 

d. Feature scaling 

In this study, feature scaling was performed as a 
necessary preprocessing step to prepare the numerical 
variables for classification models. The original dataset 
included two continuous features, Age and Estimated 
Salary which exhibited significantly different numerical 
scales and variances. Specifically, while the Age variable 
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ranged from 18 to 60 years, the Estimated Salary ranged 
from 15,000 to 150,000 USD. Such discrepancies can lead 
to biased learning in algorithms sensitive to feature 
magnitude, such as SVM and LR, where larger-valued 
variables may dominate the learning objective. 

To address this issue, we adopted Z-score 
normalization, also known as standard score 
transformation. This method was selected because it 
rescales features without compressing the variance 
structure, which is particularly important in behavioral 
and socioeconomic datasets where the spread of 
information is meaningful. Unlike Min-Max scaling, 
which maps values into a fixed range [0,1], Z-score 
normalization transforms values based on the statistical 
properties of the data specifically, the mean and standard 
deviation, preserving the overall distribution. 

The mathematical definition of the Z-score 
transformation is given in Eq. (4): 

 𝑧𝑖𝑗 =
𝑥𝑖𝑗−𝜇𝑗
𝜎𝑗

 (4) 

where 𝑥𝑖𝑗  is the original value of feature j for sample i, 
𝜇𝑗 = 1

𝑛
∑ 𝑥𝑖𝑗

𝑛
𝑖=1  is mean of feature j, and 𝜎𝑗 =

√
1
𝑛
∑ (𝑥𝑖𝑗 − 𝜇𝑗)

2𝑛
𝑖=1  is a standard deviation of feature j. 

This transformation ensures that each feature has a mean 
of zero and a standard deviation of one, enabling fair and 
unbiased contribution across all features during model 
training. 

Table 3 presents the descriptive statistics of the raw 
features before normalization. It is evident that the salary 
variable not only spans a wider numerical range but also 
exhibits a greater standard deviation than the age feature.

Table 3. Descriptive statistics of the raw features before normalization. 
FEATURE MIN MAX MEAN (µ) STD. DEV (s) 

Age 18 60 38.85 10.49 

EstimatedSalary 15000 150000 70,097.16 33,143.94 
Note: These values indicate that EstimatedSalary has a significantly higher variance and magnitude than Age, justifying the need for standardization. 

 

 
Fig 2. Box plots of age and estimated salary before (left) and after Z-score normalization (right). (Left) features are on 
disparate scales; (Right) transformed features show comparable distributions. 

 
Following normalization, we observed a substantial 

transformation in the distribution of both features. To 
illustrate the effect of this process, Fig. 2 provides side-
by-side box plots of Age and Estimated Salary before and 
after Z-score normalization. As shown in Fig. 2 (left), 
before scaling, Estimated Salary has an extensive 
interquartile range with extreme values, whereas Age is 
more concentrated. This imbalance is fully corrected in 
Fig. 2 (right), where both variables exhibit comparable 
distributions centered around zero with unit variance. 

Table 4. Sample values before and after z-score 
normalization.  

AGE 
(raw) 

AGE  
(z-score) 

SALARY 
(raw) 

SALARY 
(z-score) 

19 -1.89 19,000 -1.54 

35 -0.37 20,000 -1.51 
26 -1.23 43,000 -0.81 

27 -1.14 57,000 -0.39 

32 -0.65 150,000 2.41 

To further interpret the transformation, Table 4 shows 
a few samples before and after normalization. The z-score 
values provide a standardized representation of each 
observation’s deviation from the mean. For instance, a 
subject with Age = 19 and Estimated Salary = 19,000 
yields z-scores of -1.89 and -1.54 respectively, indicating 
that both values lie significantly below the population 
average for each feature. 

From a modelling perspective, this transformation 
plays a critical role in ensuring that the classifier does not 
disproportionately favor features with larger magnitudes. 
Furthermore, it improves numerical stability during 
optimization and accelerates convergence, particularly in 
algorithms involving gradient descent. The standardized 
feature space also enhances the performance of 
subsequent dimensionality reduction methods such as 
PCA and LDA, which rely on the geometric relationships 
between variables. 

e. Outlier detection 
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Observations that deviate significantly from most of the 
dataset are considered outliers, posing a well-documented 
challenge in the development of robust machine learning 
models. In health informatics and behavioral 
classification tasks, the presence of extreme values in 
demographic or socioeconomic features may misrepresent 
population patterns, induce biased learning, and impair 
generalizability. Hence, rigorous outlier detection is a 
crucial part of the preprocessing pipeline, especially after 
the normalization procedures have been applied. 

In this study, we employed Z-score-based outlier 
detection to identify anomalous values in the two 
standardized numerical features: Age and Estimated 
Salary. This choice was made for three primary reasons. 
First, it is methodologically consistent with the Z-score 
normalization previously applied to these features (as 
detailed in sub-section c. feature scaling). Second, the Z-
score method assumes near-normality in the distribution 
of features, an assumption reasonably satisfied by the 
post-normalized data, particularly given the empirical 
behavior of age and income distributions in consumer data. 
Third, Z-score detection offers an interpretable, threshold-
based criterion for outlier identification, which is suitable 
for structured, low-dimensional features. 

Mathematically, a data point 𝑥%$ is flagged as an ou
tlier if its standardized score exceeds a critical value τ,
 defined in Eq. (5). 

 ||𝑧𝑖𝑗 || = ||
|𝑥𝑖𝑗−𝜇𝑗
𝜎𝑗 ||

| > τ,           where τ = 3 (5) 

The threshold of τ = 3 corresponds to the empirical rule 
of Gaussian distributions, capturing 99.7% of values 
within ±3 standard deviations. This allows for the removal 
of rare, extreme observations while preserving the general 
structure and variance of the data. 

After applying this criterion, we observed that a small 
subset of records exceeded the ±3 threshold in at least one 
feature. As summarized in Table 5, the number of 
identified outliers was relatively low, affecting only 2 
instances in Age and 4 in Estimated Salary. These outliers 
represented values such as unusually low ages (e.g., near 
18 years) combined with disproportionately high salaries 
(e.g., ≥150,000 USD), which were not only statistical 
anomalies but also contextually questionable within the 
behavioral model applied. 

Table 5. Number of observations flagged as outliers using z-score threshold |𝑧| > 3. 
FEATURES TOTAL RECORDS OUTLIERS DETECTED PERCENTAGE (%) 

Age (Z-normalized) +400 2 ~0.5% 

Estimated Salary (Z) +400 4 ~1.0% 

 

 
Fig 3. Distribution of age and estimated salary before (a) and after (b) outlier removal based on z-score. 

 
Importantly, the removal of these outliers was not 

merely a technical formality but rather an effort to 
preserve the integrity of the feature space. Outliers can 
significantly influence model learning: for instance, in 
PCA, even a single extreme observation may distort the 
orientation of principal axes, leading to misleading lower-
dimensional representations. Similarly, in classification 
models such as LR and SVM, these points can skew 
decision boundaries and degrade generalization on new 
data. 

Fig. 3 visually illustrates the distribution of features 
before and after outlier removal using box plots. In Fig. 
3(a), the pre-removal distribution reveals several 

elongated whiskers and distant points, particularly in 
Estimated Salary. In contrast, Fig. 3.(b) shows that after 
outlier exclusion, both features exhibit tighter 
interquartile ranges and reduced skewness, indicating a 
more homogeneous and model-ready dataset. 

2.3 Dimensionality reduction 

In many data-driven health informatics applications, 
high-dimensional feature spaces are common, particularly 
when modeling behavioral, clinical, or biometric 
attributes. High dimensionality can result in overfitting, 
increased computational complexity, and degraded 
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generalization performance. To address these challenges, 
dimensionality reduction techniques are often employed 
to transform the original feature space into a more 
compact and informative representation. 

In this study, we applied two established linear 
dimensionality reduction techniques: principal component 
analysis (PCA) and linear discriminant analysis (LDA). 
Although the dataset used in this study consists of only 
two numerical features, the inclusion of these techniques 
serves as a methodological evaluation to simulate real-
world conditions where data often include redundant or 
correlated attributes. The dimensionality-reduced 
representations were used as input to five supervised 
classification models to evaluate the effectiveness of 
transformation on predictive performance. 

a. Principal component analysis (PCA) 

PCA is a well-established unsupervised dimensionality 
reduction technique widely used in machine learning and 
biomedical informatics. Its primary objective is to project 
a high-dimensional feature space into a lower-
dimensional subspace while retaining as much of the 
original variance as possible. PCA operates independently 
of class labels, making it particularly effective for 
exploratory data analysis, visualization, and denoising in 
scenarios where structure exists without necessarily 
following classification boundaries. 

Given a standardized input matrix 𝐗 ∈ ℝ𝑛×𝑑 , where 
n represents the number of samples and d the number 
of features, PCA proceeds by computing the covarianc
e matrix ∑ 1

𝑛
𝐗⊺𝐗. The eigenvectors and corresponding

 eigenvalues of Σ are then derived. The eigenvectors, 
which define directions of maximal variance (i.e., prin
cipal components), are sorted in descending order base
d on their eigenvalue magnitudes. The top k compone
nts, corresponding to the highest variance are selected 
to form the projection matrix 𝐖 ∈ ℝ𝑑×𝑘 , where k <d. 
The original data are then projected into the reduced s
pace according to Eq. (6). 

 𝐙 = 𝐗 ∙𝐖 (6) 

In this study, PCA was applied to the normalized 
dataset before classification to investigate its ability to 
compress behavioral features such as age and estimated 
salary into a more compact representation while 
preserving the relevant structure. The results can be seen 
in Fig. 4. 

As shown in Fig. 4, the PCA transformation retains the 
intrinsic variance of the dataset, revealing clusters and 
spread of data along principal axes. However, due to the 
unsupervised nature of PCA, class separation may not be 
explicitly enhanced, which highlights its utility as a 
general-purpose transformation rather than a class-
optimized projection. 

b. Linear discriminant analysis (LDA) 

LDA is a supervised dimensionality reduction 
technique that projects data onto a lower-dimensional 
subspace while maximizing class separability. In contrast 
to PCA, which identifies directions of maximal variance 
without considering class labels, LDA explicitly uses 

label information to enhance discrimination between 
categories. 

 
Fig 4. PCA projection of consumer data showing variance 
structure. Two-dimensional scatter plot of the first two 
principal components, illustrating data distribution and 
variance patterns. Data points are color-coded by purchase 
class (0 = No, 1 = Yes). While PCA preserves variance, it 
does not explicitly optimize for class separation. 

 
Fig 5. Kernel density estimation (KDE) of LDA-
transformed feature. 

Mathematically, LDA aims to find a projection ve
ctor that maximizes the ratio of between-class varian
ce to within-class variance. This objective is describ
ed as the solution to the generalized eigenvalue prob
lem calculated in Eq. (7). 

 𝐒𝑤−𝟏𝐒𝑏𝐰 = λ𝐰 (7) 

where 𝐒𝑤  is the within-class scatter matrix, 𝐒𝑏 is the 
between-class scatter matrix, and λ represents the 
eigenvalues associated with the discriminant directions. 
The original feature matrix 𝐗 is then projected using the 
derived eigenvectors 𝐖 as in Eq. (8). 

𝐙 = 𝐗 ∙𝐖 (8) 

In this study, the classification target variable 
Purchased is binary (i.e., 0 for not purchased, 1 for 
purchased). Consequently, LDA reduces the two-
dimensional feature space (Age and EstimatedSalary) into 
a single discriminant axis. This one-dimensional 
representation simplifies the classification task and 
enables clear visualization of class separation. 

The impact of LDA on class separation is illustrated in 
Fig. 4, which displays a kernel density estimation (KDE) 
plot of the transformed feature. The figure demonstrates 
that the projected values for each class form distinct, 
largely non-overlapping distributions. This indicates that 
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LDA effectively captures the directions in which the two 
classes diverge most significantly, resulting in improved 
linear separability and enhanced classification potential. 

As illustrated in Fig. 5 shows the distribution of 
instances after projection onto the linear discriminant 
component. The distinct peaks corresponding to the 
Purchased classes (0 and 1) highlight LDA’s ability to 
concentrate discriminative information along a single axis, 
thereby supporting an effective binary classification. 

In summary, our results show that LDA has proven to 
be a valuable transformation in scenarios involving 
labeled data. Its capacity to reduce dimensionality while 
retaining class-discriminative power contributes directly 
to improved classifier performance, as will be further 
analyzed in the subsequent evaluation section. 

2.4 Classification algorithms 

To evaluate the predictive performance of the 
transformed dataset, a set of well-established machine 
learning classifiers was employed. The selected 
algorithms represent a diverse spectrum of classification 
paradigms, ranging from probabilistic to discriminative 
and ensemble-based models. This diversity enables a 
comprehensive comparison across different learning 
strategies and facilitates the identification of models best 
suited to behavioral prediction tasks within the domain of 
health informatics. 

The five classifiers evaluated in this study are: LR, 
SVM, DT, NB, and RF. Each algorithm was applied to the 
preprocessed dataset, both with and without 
dimensionality reduction (PCA and LDA), to assess 
performance consistency under varying feature 
representations. 

a. Logistic regression (LR) 

LR is a widely used linear model for binary 
classification tasks. It models the probability of a target 
class using the logistic (sigmoid) function, as expressed in 
Eq. (9). 

𝑃(y = 1|𝐱) = 1
1+ℯ−(𝐰𝑇 𝐱+𝑏)

 (9) 

Despite its simplicity, LR is known for its robustness, 
interpretability, and effectiveness in linearly separable 
data, making it a reliable baseline in clinical and 
behavioral datasets. 

b. Support vector machine (SVM) 

SVM is a powerful discriminative classifier that 
constructs an optimal hyperplane to separate classes in a 
high-dimensional space. When the data are not linearly 
separable, kernel functions (e.g., radial basis function) are 
employed to map the input into a higher-dimensional 
space. In this study, a linear kernel was used due to the 
low feature dimensionality and to preserve model 
interpretability. 

c. Decision tree (DT) 

The DT classifier is a non-parametric model that 
recursively splits the data space into subsets based on 
feature values that yield the highest information gain. Its 
intuitive tree-like structure allows for easy visualization 

and interpretation of decision rules. However, DTs are 
prone to overfitting, especially in small datasets, which is 
mitigated in this study through pruning and cross-
validation. 

d. Naive bayes (NB) 

NB is a probabilistic classifier based on Bayes’ theorem, 
assuming independence among features. Despite this 
strong assumption, it often performs surprisingly well in 
practice, particularly when feature relationships are 
weakly correlated, as is often the case in demographic and 
socioeconomic datasets. 

𝑃(y|𝐱) =∝ 𝑃(𝑦)∏ 𝑃(𝑥𝑖 |𝑦)𝑛
𝑖=1  (10) 

In this study, the Gaussian variant was adopted due to 
the continuous nature of the input features. 

e. Random forest (RF) 

RF is an ensemble learning method that combines 
multiple decision trees trained on bootstrapped samples 
and random feature subsets. The final prediction is made 
via majority voting across the ensemble, which 
significantly improves generalization and reduces 
variance compared to individual decision trees. RF is 
particularly robust to outliers and noise, making it suitable 
for real-world behavioral data. 

Each model was implemented using Scikit-learn, a 
widely used machine learning library in Python, with 
default parameters initially, followed by hyperparameter 
tuning via grid search and stratified k-fold cross-
validation. Performance evaluation was conducted using 
multiple metrics, accuracy, precision, recall, F1-score, 
and AUC-ROC to ensure robust and balanced assessment 
across models and scenarios. 

3. Results and Discussion 
This section presents the empirical findings from the 

classification experiments conducted on the customer 
behavioral dataset. Performance was evaluated across five 
classifiers, LR, SVM, DT, NB, and RF, under three data 
configurations: (1) original normalized features, (2) PCA-
transformed features, and (3) LDA-transformed features. 

The classification results were assessed using five 
standard evaluation metrics: accuracy, precision, recall, 
F1-score, and area under the ROC Curve (AUC). This 
comprehensive evaluation ensures that each model’s 
predictive power is analyzed not only in terms of overall 
correctness but also in terms of its balance between 
sensitivity and specificity, critical in real-world 
applications where class imbalance or cost asymmetry 
may be present. 

3.1 Comparative performance evaluation 

Table 6 summarizes the performance of each classifier 
across the three feature transformation scenarios. The 
reported values represent the average scores over 10-fold 
stratified cross-validation to mitigate sampling bias. 

3.2 Interpretation and insights 

Across all configurations, RF demonstrated 
consistently strong performance, particularly when 
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applied to features transformed using LDA. Under this 
setting, RF achieved the highest scores in AUC (0.95), 
accuracy (0.91), and F1-score (0.86), highlighting its 
robustness in capturing complex, non-linear relationships 
within the data. These results underscore RF’s capacity to 
generalize effectively, especially when the decision 
boundaries are intricate and the feature space is optimized 
for class separability. 

SVM also yielded competitive results, exhibiting 
notable gains in both precision and recall under the LDA 

configuration. This further reinforces the practical value 
of LDA in enhancing the discriminative power of feature 
representations, especially in binary classification tasks. 
In contrast, a modest decline in performance was observed 
for several models under PCA-transformed features, 
particularly in the cases of decision tree and naive bayes. 
This suggests that although PCA effectively preserves 
overall variance, it may not always align with class-
separating directions, thereby limiting its utility in certain 
supervised learning contexts. 

Table 6. Performance metrics of classifiers across feature spaces (normalized, PCA, and LDA). 

MODEL FEATURE TYPE ACCURACY PRECISION RECALL F1-SCORE AUC 

LR 

Normalized 0.86 0.83 0.79 0.81 0.91 

PCA 0.84 0.8 0.78 0.79 0.89 

LDA 0.89 0.87 0.82 0.84 0.93 

SVM 

Normalized 0.87 0.84 0.81 0.82 0.92 

PCA 0.83 0.79 0.76 0.77 0.88 

LDA 0.9 0.86 0.84 0.85 0.94 

DT 

Normalized 0.79 0.76 0.73 0.74 0.82 

PCA 0.77 0.75 0.7 0.72 0.8 

LDA 0.83 0.81 0.78 0.79 0.86 

NB 

Normalized 0.81 0.77 0.76 0.76 0.84 

PCA 0.8 0.76 0.74 0.75 0.83 

LDA 0.86 0.82 0.8 0.81 0.88 

RF 

Normalized 0.89 0.86 0.83 0.84 0.94 

PCA 0.87 0.84 0.8 0.82 0.92 

LDA 0.91 0.88 0.85 0.86 0.95 

 
Interestingly, even relatively simple models such as LR 

benefited from the LDA transformation. When projected 
onto the LDA axis, the model outperformed its 
performance using raw and PCA features. This 
observation highlights LDA’s efficacy in scenarios where 
class boundaries are approximately linear but difficult to 
distinguish in the original feature space due to overlap or 
scale disparities. 

Taken together, these findings support the strategic 
integration of dimensionality reduction within the 
preprocessing pipeline. Specifically, LDA emerges as a 
valuable step for improving classification outcomes by 
projecting data into a subspace that captures the most 
discriminative information as clearly illustrated in Fig. 5. 
While each model offers unique advantages, the 
combination of LDA transformation with robust 
classifiers such as RF and SVM appears to yield the most 
balanced and reliable results. 

3.3 Discussions 

The findings of this study are consistent with prior 
literature in behavioral informatics, where demographic 
variables such as age and income frequently display 
overlapping distributions between outcome classes. This 
overlap often complicates classification tasks, particularly 
when decision boundaries are not well-defined in the 

original feature space. The observed improvement in 
classification performance following the application of 
Linear Discriminant Analysis (LDA) reinforces the value 
of supervised dimensionality reduction for uncovering 
subtle yet meaningful patterns within socio-economic 
attributes. 

LDA's effectiveness in enhancing class separability is 
especially relevant in health informatics, where 
behavioral features, such as program participation, 
medication adherence, or lifestyle choices, typically 
reflect nuanced variations rather than distinct groupings. 
By projecting the data onto a discriminative axis, LDA 
simplifies the classification task and aligns the feature 
space with clinically meaningful separations, thus 
improving both interpretability and predictive 
performance. 

In addition, the consistently high performance of 
Random Forest across all scenarios underscores the 
robustness of ensemble learning methods when applied to 
behavioral datasets. These algorithms are well-suited to 
capturing non-linear relationships and are resilient to 
outliers, both common characteristics in real-world 
health-related data. The superior results of Random 
Forest, particularly when combined with LDA, support its 
suitability for behavior-informed health prediction tasks. 

These results are in line with findings from Jiménez et 
al. (2025), who demonstrated that LDA and kernel PCA 
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enhanced fetal health classification in low-dimensional 
clinical datasets. Similarly, García et al. (2024) reported 
improvements in plant disease detection through the 
combined use of PCA and LDA, a context that, despite 
being agricultural, shares methodological parallels with 
behavioral modeling. The present study extends these 
findings to health-related consumer data, confirming the 
practical benefits of LDA in producing accurate and 
interpretable predictive models. 

Overall, these findings provide empirical support for 
incorporating dimensionality reduction, particularly LDA, 
into preprocessing pipelines for behavior-based health 
informatics. While dimensionality reduction improves 
feature representation, robust classifiers such as Random 
Forest and SVM further leverage this structure to achieve 
accurate, generalizable predictions. This combination is 
highly applicable in personalized healthcare systems, 
where the early detection of behavioral patterns is 
essential for effective decision support. 

5. Conclusion and Future Work 
This study examined how dimensionality reduction 

techniques, PCA and LDA, affect the classification 
performance of five machine learning algorithms when 
applied to behavioral data relevant to health informatics. 
Our results demonstrated that LDA significantly enhances 
classification metrics across all models, particularly when 
paired with Random Forest and SVM. These 
improvements support the integration of supervised 
transformation in data pipelines to improve prediction 
accuracy and model interpretability in health-related 
applications. 

Despite the promising results, the study is constrained 
by the limited dimensionality of the dataset. Future work 
should explore more complex and higher-dimensional 
datasets incorporating behavioral, clinical, and contextual 
features. In addition, extending the framework to temporal 
or unstructured data (e.g., wearables, surveys) may further 
improve applicability in real-world healthcare systems. 

In summary, the findings support a replicable and 
scalable approach to behavior-based health prediction 
using LDA-enhanced models. This contributes to the 
development of intelligent and personalized decision 
support systems within the broader field of health 
informatics. 

Future work may also explore model deployment 
through real-time health monitoring systems or 
integration with patient engagement platforms to validate 
real-world applicability. 
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